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Gap between AI development and deployment

Develop AI-based applications
in an idealized environment

Deploy AI-base applications
in the wild

Poisoning attack

Backdoor attack

Adversarial attack

Distribution shift

Threats
(“storm”)
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Image from https://www.primeins.com/insurance-news/how-to-
protect-your-boat-from-a-tropical-storm-or-hurricane

Image from https://blog.si-log.net/transport-by-sea-
by-land-or-by-air-the-differences-and-similarities



Adversarial attacks

Objective: Make the model misclassify the adversarial data.

[Goodfellow et al. 2014]

5
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Adversarial attacks

Objective: Make the model misclassify the adversarial data.

Random
initialization

!𝑥!

!𝑥"

Image modified from https://towardsdatascience.com/know-your-enemy-7f7c5038bdf3

[Goodfellow et al. 2014]
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Natural data 𝑥 Imperceptible
adversarial
perturbation

Adversarial data "𝑥  + =
Projected gradient descent (PGD)

[Madry et al. ICLR 2018]

𝑥
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Supervised adversarial training (SAT)

• Minimax formulation of SAT

• Realization

𝑚𝑖𝑛.∈ℱ
1
2
∑3412 ℓ 𝑓 '𝑥3 , 𝑦3 , where '𝑥3 = 𝑎𝑟𝑔𝑚𝑎𝑥 "5#∈ℬ$ 5# ℓ(𝑓 '𝑥3 , 𝑦3)

outer minimization inner maximization

Alternatively conduct steps (1) and (2): 
(1) generate adversarial data maximizing the loss;
(2) minimize loss on the generated adversarial data w.r.t. model parameters. 
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[Madry et al. ICLR 2018]



SAT

• Minimax formulation of SAT

• Realization
• Drawback: SAT requires a large amount of labelled data (for each task).
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[Madry et al. ICLR 2018]
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[Madry et al. ICLR 2018]

Robust
foundation models

Models with improved 
generalization ability and 

adversarial robustness
Fine-tuning

Small labelled datasets



Robust pre-training
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Robust pre-training
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Robust
foundation models

Models with improved 
generalization ability and 

adversarial robustness
Fine-tuning

Large-scale unlabelled dataset

Robust self-supervised pre-training
(e.g., adversarial contrastive learning)



Adversarial contrastive learning (ACL)
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ACL
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Standard contrastive learning (e.g., SimCLR)
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The objective function of ACL
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Efficient ACL
via Robustness-aware Coreset Selection (RCS)
• Why do we need to speed up ACL?
• ACL is extremely time-consuming.
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Efficient ACL via RCS

• Why do we need to speed up ACL?
• ACL is extremely time-consuming.
• ACL has not been applied to ImageNet-1K yet due to computational prohibition.
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Efficient ACL via RCS: Methodology
• Idea: Find an informative training subset 
• Decreasing the number of  training samples
• Preserving the robust representations
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Efficient ACL via RCS: Methodology
• Idea: Find an informative training subset 

• Intuitive solution: selects training data from the entire set whose 
gradients are most beneficial to maintaining adversarial robustness.
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Efficient ACL via RCS: Methodology
• Idea: Find an informative training subset 
• Intuitive solution: selects training data from the entire set whose gradients are 

most beneficial to maintaining adversarial robustness.

• Representational divergence (RD)
• The smaller the RD is, the representations are of less sensitivity to 

adversarial perturbations, thus being more robust. 
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Efficient ACL via RCS: Methodology
• Idea: Find an informative training subset 
• Intuitive solution: selects training data from the entire set whose gradients are 

most beneficial to maintaining adversarial robustness.
• Representational divergence (RD)

• Objective function of RCS
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Coreset Subset 
fraction

Representational 
divergence (RD)

Unlabeled validation set



Efficient ACL via RCS: Methodology

• Solve the objective function of RCS
• Transformation of RCS
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One-step gradient approximation

Transform into a problem of maximizing a set function 
subject to a cardinality constraint 



Efficient ACL via RCS: Methodology

• Solve the objective function of RCS
• Transformation of RCS
• Greedy search for solving a proxy set problem
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Efficient ACL via RCS: Methodology

• Solve the objective function of RCS
• Transformation of RCS
• Greedy search for solving a proxy set problem
• Guaranteed lower bound of the original problem by solving the proxy set problem
• Algorithm
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Efficient ACL via RCS: Empirical results

• Our proposed RCS is 
• more efficient (higher speed-up ratio)
• more effective (higher test accuracy)

25The upper-right (ours) is better!



Efficient ACL via RCS: Empirical results

• For the first time to conduct ACL on ImageNet-1K using WRN-28-10
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Efficient ACL via RCS: Empirical results

• RCS for speeding up SAT on ImageNet-1K
   (supervised setting)
• Maintaining standard transferability

• Maintaining robustness transferability

27



Efficient ACL via RCS: Conclusions
• We proposed robustness-aware coreset selection (RCS) that can 
• speed up (supervised and self-supervised) robust pre-training
• maintain (standard and robustness) transferability
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Effective ACL
via adversarial invariant regularization (AIR)
• Motivation
• The style-independence property of learned representations, which 

eliminates the effects of nuisance style factors in standard contrastive 
learning (SCL), has been shown to significantly improve the transferability of 
representations.
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Performance evaluated on CIFAR-10
Image from https://github.com/NightShade99/Self-Supervised-Vision

[Mitrovic et al., ICLR 2021]



Effective ACL via AIR

• Motivation
• The style-independence property of learned representations, which 

eliminates the effects of nuisance style factors in standard contrastive 
learning (SCL), has been shown to improve the transferability of 
representations.

It is unclear how the style-independence property benefits ACL-learned 
robust representations.
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Effective ACL via AIR : Methodology
• ACL in the view of causality
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Effective ACL via AIR : Methodology
• ACL in the view of causality
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The rationality of 
the causal graph



Effective ACL via AIR: Methodology

• Adversarial invariant regularization (AIR)
• The conditional probability learned via ACL
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Effective ACL via AIR: Methodology

• Adversarial invariant regularization (AIR)
• The conditional probability learned via ACL
• Style-independent criterion
• Loss function of AIR
• SIR: a special case of AIR

• Our proposed invariant regularization (IR)
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Effective ACL via AIR: Theoretical analysis
• Theoretical justification of the effectiveness

• The style-independence property is generalizable to the downstream tasks
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Effective ACL via AIR: Theoretical analysis
• Theoretical justification of the effectiveness

• The style-independence property is generalizable to the downstream tasks

• We can treat adversarial attacks and common corruptions as style factors
• IR regulates the representations to be invariant of style factors
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Effective ACL via AIR: Experimental results
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• Performance evaluated on various 
tasks

• Performance evaluated via various 
fine-tuning methods

• Robustness under common 
corruption



Effective ACL via AIR: Conclusions

• We proposed an invariant regularization that can 
• regulate (both standard and robust) representations to be style-independent
• improve both generalization ability and robustness transferability against 

adversarial attacks and common corruptions
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Thank you for your attention!
• Summary

• More efficient robust pre-training via robustness-aware coreset selection
• More effective robust pre-training via adversarial invariant regularization

• Future directions
• The application of robust foundation models in computer vision tasks 

• Segmentation
• Point cloud classification
• Human-object interaction detection
• …

• The potential of robust self-supervised pre-training in building robust 
language foundation models 
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